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a b s t r a c t

The IEEE 802.11 MAC protocol has gained widespread popularity and has been adopted as
the de-facto layer 2 protocol for wireless local area networks (WLANs). However, it is well
known that as the number of competing stations increases, the performance of the protocol
degrades dramatically. Given the explosive growth in WLANs’ usage, the question of how
to sustain each user’s perceived performance when a large number of competing stations
are present, is an important and challenging open research problem.

Motivated by this, in this paper we analyze the behavior of 802.11-based WLANs as the
number of competing stations increases, and attempt to provide concrete answers to the
following fundamental questions: (i) is there a set of system and protocol parameters that
we can scale in order to sustain each individual user’s perceived performance, and (ii) what
is the minimum scaling factor?

Using theoretical analysis coupled with extensive simulations we show that such a set of
parameters exists, and that the minimum scaling factor is equal to the factor by which the
number of users increases. Our results reveal several important scaling properties that
exist in today’s 802.11-based wireless networks, and set guidelines for designing future
versions of such networks that can efficiently support a very large number of users.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Due to its simple deployment and low cost the IEEE
802.11 Medium Access Control (MAC) protocol has been
adopted as the standard layer 2 protocol for wireless local
area networks (WLANs) [19]. In 2006 the number of world-
wide IEEE 802.11 hotspots (public places where users can
find wireless access to the Internet) has surpassed the
100,000 milestone, while the total number of hotspot users
around the world is expected to reach 500 million by year
2009 [14].

Because of the popularity and usage of the 802.11
WLAN there has been a large body of work focusing on
its analytical modeling, e.g. [6,39,40,11,7], simulation
study, e.g. [18,29], and measurement-based performance
evaluation, e.g. [4,3,27]. However, despite the large body
of work on the system, there are still many problems re-
. All rights reserved.
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lated to it. Perhaps the most important one, from an end
user’s perspective, is that its perceived performance, in
terms of packet delays and throughput, degrades dramati-
cally with only a small increase in the total number of
users/stations sharing the wireless channel, e.g. [6,39].
For the 802.11 WLAN to continue to thrive and evolve as
a viable wireless access to the Internet, understanding
how user performance depends on the number of compet-
ing stations, and how it can be sustained as this number in-
creases, is an important and challenging open research
problem.

Motivated by this, in this paper we attempt to answer
the following fundamental questions: consider an 802.11
WLAN shared by aN users, where a P 1 is a scaling factor.
These users are randomly distributed around the
base-station/access point of the WLAN and generate traffic
destined to it according to some arbitrary arrival process.
(i) Is there a set of system and protocol parameters that
we can scale in order to sustain each individual user’s per-
ceived performance as the scaling factor a (and hence the
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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total number of users aN) increases? And, (ii) what is the
minimum scaling factor?

Our theoretical analysis coupled with extensive ns-2
[22] simulations give concrete answers to both of the
above questions. Interestingly enough, we find that such
a set of parameters exists, and that the minimum factor
by which one should scale these parameters is equal to
the factor a by which the total number of users increases.
In summary, the set of these parameters comprises the
802.11 MAC protocol timeouts, the transmission speeds
of nodes, and two specific parameters of the 802.11 MAC
protocol, the minimum and maximum contention window
size, which regulate the transmission probability for each
user. We show that if all these parameters are scaled by
the factor a,1 the perceived performance of each individual
user remains virtually invariant as the total number of users
ðaNÞ increases, and quickly becomes independent of a.

The system scaling we study in this paper does not re-
quire any modification of the operations of the IEEE
802.11 MAC standard, which is desirable given its wide-
spread adoption. Our results reveal several important scal-
ing properties of today’s 802.11-based WLANs, and set
guidelines for designing future versions of such networks
that can efficiently support a very large number of users.

The rest of the paper is organized as follows. In Section
2, we give a detailed description of the IEEE 802.11 MAC
protocol, illustrate the main problem with it, and discuss
related work. In Section 3, we analyze the behavior of
802.11-based WLANs under the proposed scaling. In Sec-
tion 4, we verify our theoretical arguments using extensive
ns-2 simulations. A discussion follows in Section 5, and we
conclude in Section 6.
2. Preliminaries

In this section we first give a detailed description of the
IEEE 802.11 MAC protocol. We then illustrate the main
problem with it and explain how our approach could be
used to solve it. Finally, we discuss related work.
2.1. Overview of the IEEE 802.11 MAC

The IEEE 802.11 MAC layer [19] is responsible for chan-
nel access and contains two methods, the distributed coor-
dination function (DCF) and the point coordination
function (PCF). In this paper we consider the DCF, which
is specified as the fundamental access method and sup-
ported by all current wireless cards. Below we summarize
its main functionality. For a more complete and detailed
presentation the reader is referred to [19].

The DCF is based on the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) protocol, which is de-
signed to reduce the collisions due to multiple stations
transmitting simultaneously on a shared channel. Accord-
ing to the DCF, time is slotted with the duration of each slot
equal to a constant value, which we denote by r. The value
1 More precisely, the protocol timeouts divided by a, and the transmis-
sion speed of the stations and the minimum and maximum contention
windows multiplied by a.
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of r is set equal to the time needed at any station to detect
the transmission of a packet from any other station. A sta-
tion with a packet to transmit shall ensure that the med-
ium is idle before attempting to transmit. It performs a
backoff procedure, with the backoff timer uniformly distrib-
uted over the interval ½0;CWÞ, where CW is called current
contention window. Initially CW ¼ CWmin, where CWmin is
called minimum contention window. The backoff timer is
decremented by one at each time slot if the channel is
sensed idle. If the channel is sensed busy (either by a suc-
cessful transmission or collision among the other stations)
the timer is stopped (i.e., freezes), and the decrementing
process is restarted when the channel becomes idle again
for an interval equal to the Distributed Inter-Frame Space
(DIFS). When the backoff timer reaches zero and the chan-
nel is sensed to be idle for a DIFS time, the station trans-
mits its data packet. Since the backoff interval is chosen
randomly, the probability that two or more stations choose
the same backoff slot to transmit is low, at least as long as
the total number of competing stations is not large. If the
receiver successfully receives the packet it waits for a brief
period, called the Short Inter-Frame Space (SIFS), and
acknowledges the packet by sending an acknowledgment
(ACK). If no ACK is received within a specified period
ACKtimeout , the packet is considered lost. A packet is lost
either due to collisions at the receiver with transmissions
from other stations, or when the transmission fails due to
non-ideal channel conditions (e.g. fading). When a packet
is lost, the transmitter will double the size of CW, choose
a new backoff timer, and start the above process again.
The value of CW can reach a maximum upper limit, called
maximum contention window CWmax, where it remains
there until it is reset. When the transmission of a packet
fails for a maximum number of times kmax (whose typical
values according to the standard are kmax ¼ 5; . . . ;7 [19]),
the packet is dropped and CW is reset to CWmin.

To (try to) avoid collisions of long packets and the ‘‘hid-
den terminal” problem [16], the short request-to-send/
clear-to-send (RTS/CTS) packets can be employed. A station
that wishes to transmit a frame first sends an RTS packet to
the destination in order to reserve the channel. The trans-
mission of the actual data packet starts when the station
receives a CTS packet from the destination. Notice that un-
der this scheme, the collisions involve RTS packets and not
actual data packets, since, it is the former that content for
the channel. We refer to this method as the RTS/CTS access
method, and to the method where RTS/CTS packets are not
used as the basic access method.

Let Ldata be the length of a data packet, Lack be the length
of an ACK packet, and C be the station transmission speed.
Then, Tdata ¼ Ldata

C and Tack ¼ Lack
C , are respectively the time

needed to transmit a data packet and an ACK packet. Under
the basic access method the total duration of a successful
transmission Tsuc , and of a collision Tcol, are (e.g. [38,39]):

Tsuc ¼ DIFSþ Tdata þ SIFSþ Tack;

Tcol ¼ DIFSþ T�data þ ACKtimeout;
ð1Þ

where ACKtimeout ¼ SIFSþ Tack, and T�data ¼
L�data

C , where L�data is
the maximum length among collided packets. And, under
the RTS/CTS access method these are (e.g. [38,39]):
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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Fig. 1. (i) Per station throughput, and (ii) average packet delay, as a function of the number of competing stations.
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Tsuc ¼ DIFSþ Trts þ Tcts þ Tdata þ Tack þ 3SIFS;
Tcol ¼ DIFSþ Trts þ ACKtimeout;

ð2Þ

where Trts ¼ Lrts
C ; Tcts ¼ Lcts

C , are respectively the duration of
an RTS and a CTS packet, with corresponding lengths Lrts

and Lcts, and ACKtimeout ¼ SIFSþ Tcts.
In this paper we refer to the set of parameters

fr;DIFS; SIFSg as the protocol timeouts. According to the
standard: DIFS ¼ SIFSþ 2r. Note that the values of these
parameters, as well as of the station transmission speed
C, depend on the physical layer specifications [19]. Differ-
ent amendments of the original IEEE 802.11 standard use
different values for these parameters, coupled with differ-
ent radio signal transmission (e.g. modulation) techniques
at the physical layer, in order to provide higher data rates.
For example, r ¼ 20 ls, SIFS ¼ 10 ls, and C ¼ 11 Mbps in
IEEE 802.11b [20], whereas r ¼ 9 ls, SIFS ¼ 5 ls, and
C ¼ 54 Mbps in IEEE 802.11g [21]. Today, the single most
modern 802.11 document available that contains all
amendments is [2].

2.2. Problem and motivation

We now illustrate the main problem with the 802.11 MAC
protocol via ns-2 [22] simulations. We consider stations
uniformly distributed around a base-station/access-point
that generate traffic destined to it. As we can see from
Fig. 1(i), the throughput for each station decreases exponen-
tially as the number of competing stations increases, while at
the same time, the average packet delay increases signifi-
cantly.2 These general observations hold irrespectively of
the exact access method used (basic or RTS/CTS access meth-
od), and of the exact traffic arrival process and load at the sta-
tions. They are expected since more competing stations result
in a higher packet collision probability (and hence more pack-
et drops), and more frequent backoffs. This problem becomes
critical in wireless hotspots, which are characterized by a high
concentration of users in small geographical areas, such as ho-
tel lounges, airport lobbies, university campuses, conference
2 By packet delay in this paper we refer to the time interval from the
moment that a packet is generated at a station until it is successfully
received by the access point.
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areas, etc. In such cases the number of wireless stations asso-
ciated with an access point usually exceeds 100 [5].

Motivated by this problem, in this paper we attempt to
answer two important questions, which are formally sta-
ted as follows. Consider an IEEE 802.11 WLAN consisting
of one access point and shared by aN users, where a P 1
is a scaling factor: (i) is there a set of system and protocol
parameters that we can scale in order to sustain each indi-
vidual user’s perceived performance, as the scaling factor a
(and hence the total number of users aN) increases? And,
(ii) what is the minimum (parameter) scaling factor?

Interestingly enough, we show that such a set of param-
eters exists and that the minimum parameter scaling fac-
tor equals the factor a by which the number of stations
increases. In particular, we show that if the protocol time-
outs fr;DIFS; SIFSg are divided by the factor a, and the
transmission speed of nodes C and the minimum conten-
tion window CWmin and the maximum contention window
CWmax are multiplied by the factor a, then the perceived
performance of each user remains virtually invariant and
quickly becomes independent of a. This holds under any
conditions, e.g., irrespectively of the network load, traffic
arrival process, channel access method used, and so on.
And, the factor a is the minimum scaling factor that guaran-
tees this. For example, in Fig. 1, the perceived performance
of a user when their total number is 128 will be approxi-
mately the same with the performance of a user when
their total number is 4, as long as the aforementioned
parameters are scaled by a ¼ 128

4 ¼ 32.

2.3. Related work

The literature dealing with the IEEE 802.11 MAC proto-
col is abundant. There are primarily two main threads of
prior research relevant to this paper: performance model-
ing/analysis and performance enhancement. Below, we
briefly review some of the most representative results.

2.3.1. Performance analysis
The first thread has focused on deriving analytical mod-

els that characterize and predict the performance of the
802.11. The simple, but accurate, analytical model intro-
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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duced by Bianchi [6], has become a common method for
studying the throughput of the IEEE 802.11 protocol in sat-
urated scenarios, where each station has always a packet
available for transmission. The model was later refined to
capture further details of the protocol’s operations, such
as the freezing of backoff counters, packet errors, impact
of hidden terminals, and so on, e.g. see [39,40,11,7,30,35].
Further, under different approximations to ease analysis,
several studies have also derived accurate throughput
models for the 802.11 in non-saturated scenarios, as well
as models for the channel access and packet queueing de-
lay distributions, e.g. [39,32,34,13].

2.3.2. Performance enhancement
The second thread of research has focused on enhancing

the 802.11 performance. In [9], Cali et al. analytically de-
rived the average size of the contention window that max-
imizes throughput, and proposed in [8] the replacement of
the exponential backoff mechanism with an adaptive one.
Kim and Hou developed a model-based frame scheduling
algorithm to improve the protocol capacity of 802.11
[15]. In [17] a fast collision resolution scheme was pro-
posed, which dynamically adjusts the backoff timers and
contention window sizes to avoid collisions. To provide
service differentiation, Ada and Castelluccia [1] proposed
to scale the contention window and use a different inter-
frame spacing or maximum frame length for services of
different priorities. In [33], the authors proposed an adap-
tive optimization algorithm that dynamically adjusts the
802.11 backoff parameters to maximize throughput based
on estimations on the number of competing stations. Other
interesting studies that propose adjustments to the backoff
algorithm for enhancing 802.11 performance include
[10,37]. Notice that the studies in this thread of research
involve solutions that significantly modify the operations
of the IEEE 802.11 standard.

Our work in this paper is significantly different from all
prior studies of the IEEE 802.11 MAC protocol. First, our
analysis studies how IEEE 802.11 WLANs behave under
the scaling we described earlier and it is inspired by a set
of earlier performance modeling studies. In particular, it
is inspired by the studies in [39,40,32,34], which are of
the most general ones. Second, we do not propose a new
enhancement/modification to the operations of the exist-
ing IEEE 802.11 standard. Instead, we identify a set of
(existing) system and protocol parameters that if appropri-
ately scaled, leave the performance of each user virtually
invariant as their total number increases.

The idea of scaling a network in a manner that perfor-
mance is preserved has been extensively studied for the
case of wireline networks that resemble the Internet, by
Psounis and co-workers [23] and Papadopoulos et al.
[26]. In the context of wireless networks, to our best knowl-
edge, the only relevant to this work is the recent study by
Papadopoulos and Psounis [24], where it has been shown
that it is possible to predict the full behavior of an arbitrary
mobile ad hoc network deployed in an outdoor environ-
ment at one spatial scale, by a suitably scaled replica
consisting of the same number of nodes but deployed in
an outdoor environment at another spatial scale. This
was later experimentally verified in [31]. In this work, we
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
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investigate whether performance in IEEE 802.11 WLANs
can be sustained while the number of nodes in the network
changes.

A preliminary version of the material in this paper has
appeared in [25], where we have primarily considered
homogeneous stations in saturation, and briefly discussed
the non-saturated case. Here, we extend and complement
our work by rigorously considering the more realistic case
of non-saturated stations, which can also be non-
homogeneous.
3. Sustaining performance in IEEE 802.11 WLANs

In this section, we start by giving a detailed description
of the network model we study and clearly stating our
assumptions. Then, we derive a set of equations that char-
acterize the network’s performance and use them to theo-
retically support our arguments.
3.1. Network model and assumptions

Let aN denote the total number of competing stations in
an IEEE 802.11 WLAN with a single access point, where
a P 1 is a scaling factor and N is some constant. The sta-
tions are randomly distributed around the access point
and generate traffic destined to it according to some pro-
cess. Further, let the protocol timeouts of this system be

r
a ;

DIFS
a ; SIFS

a

� �
, for some values of r; DIFS, and SIFS, the trans-

mission speed of each station be aC, for some value of C,
and the minimum and maximum contention windows be
respectively aCWmin and aCWmax, for some values of
CWmin and CWmax. We call this system an a-scaled system.

We analyze the performance of a-scaled systems. Keep-
ing the rest of the system parameters fixed, we show that
as the factor a (and hence the total number of users aN) in-
creases, the performance of each individual user never gets
worse and becomes independent of a. For ease of exposi-
tion, and to stay focused on the impact of the 802.11
MAC protocol on performance, we make the following
assumptions: (i) we assume ideal channel conditions with
no capture, where packet loses at the physical layer are due
to collisions only and not to any other factors, e.g. such as
fading, and (ii) we ignore the hidden terminal problem
[16], as in a typical WLAN environment every station can
sense all the others stations’ transmissions, although it
may not be able to correctly receive packets from every
one of them [38]. These assumptions have been also made
in several other studies, including [6,39,40,11,7,30,38].
However, note that our findings in this paper hold even if
these assumptions are not made as we explain in Section 5.

We model each competing station as a queueing sys-
tem, which can be characterized by the packet arrival pro-
cess and the service time distribution. The service time, is
the MAC-layer service time, i.e., the time interval between
the time instant a packet starts to contend for transmission
and the time instant the packet is either acknowledged for
correct reception by the access point or is dropped by the
station. To incorporate user inhomogeneity we assume
that there are G P 1 groups of users. Within each group
j 2 f1; . . . ;Gg the packet arrival process for each user is
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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the same and has an average rate denoted by kj packets/s.
The packet arrival process and/or arrival rate can differ be-
tween users of different groups. For ease of exposition we
assume a common packet size distribution for all users in
the network. Our results hold even if this is not the case.
In an a-scaled system the number of users belonging to
group j is anj for some value of nj, so that

PG
j¼1anj ¼ aN.3

Next, we derive a system of equations that characterize
the performance of a-scaled systems.

3.2. Performance analysis

Consider an a-scaled system and some station that be-
longs to some group of this system, say group j. We analyze
the perceived performance of this station. In particular, we
derive expressions for the following three interdependent
quantities that govern the station’s perceived perfor-
mance: (i) the offered load at the station, (ii) the transmis-
sion and collision probabilities as seen by the station, and
(iii) the packet service time distribution at the station.

3.2.1. Offered load
Let Tj be the random variable representing the packet

service time at the station in terms of seconds/packet.
The station’s offered load is defined as kjTj.4 In the analysis
that follows we first assume that each station has an infinite
buffer size, in which case the probability that the station has
a packet contenting for transmission (i.e., that its queueing
system is non-empty [36]) is:

qj ¼minf1; kjTjg: ð3Þ
3.2.2. Transmission and collision probabilities
Recall that in an a-scaled system the minimum

contention window of a station is aCWmin, the maximum

contention window is aCWmax, and let m ¼ log2
aCWmax
aCWmin

� �
¼

log2
CWmax
CWmin

� �
. (Observe that m is independent of a.) Further,

recall that the number of stations belonging to a group j is
anj. We are interested in the following four probabilities:
(i) sj, which is the conditional probability that the station
transmits in a randomly chosen time slot given that it
has a packet to transmit, (ii) pj, which is the probability
that there is a collision of the packet transmitted by the
station, (iii) qj, which is the conditional probability that
there is one successful transmission among the other sta-
tions in a randomly chosen time slot given that the station
under study does not transmit, and (iv) pb, which is the
probability that the channel is busy.

Given that a station has a packet to transmit, a relation
for the station’s transmission probability was first derived
in [6] and later refined to capture further details of the
802.11 MAC operations. Among the refinements, a simple
and general one is due to Ziouva and Antonakopoulos
[40], which also captures the freezing of the backoff coun-
3 Observe that the case G ¼ 1 corresponds to a homogeneous scenario
where all users are identical.

4 In this paper if X is a random variable, X is its average value. Further,
when we write that two random variables are equal, we mean equal in
distribution.
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ters when the channel is sensed busy by the station. From
Eq. (6) in [40]:

sj �
1

aCWmin
f ðpj;pb;mÞ; ð4Þ

where f ðpj; pb;mÞ ¼
2ð1�pbÞð1�2pjÞ

ðpbþpj�pjpbÞð1�pj�pjð2pjÞmÞ
. Clearly, the uncon-

ditional transmission probability, which is the probability
that the station transmits in a randomly chosen time slot
is qjsj.

The collision probability seen by the station when
transmitting, is just the probability that there is at least
one packet transmission in the medium from the other
stations:

pj ¼ 1� ð1� qjsjÞanj�1
YG

i¼1;i–j

ð1� qisiÞani : ð5Þ

Further, the probability that one other station successfully
transmits in some time slot, given that the station under
study does not transmit, is:

qj ¼ ðanj � 1Þqjsjð1� qjsjÞanj�2
YG

i¼1;i–j

ð1� qisiÞani

þ
XG

i¼1;i–j

aniqisið1� qisiÞani�1

�
YG

k¼1;k–i;k–j

ð1� qkskÞank ð1� qjsjÞanj�1
: ð6Þ

The first term in Eq. (6) is the probability that the success-
ful transmission is from a station that belongs to the same
group as the station under study, and the second term is
the corresponding probability for a station that belongs
to some other group.

Notice that given pj and qj, one can also compute the
probability that there is a collision in a time slot among
the other stations, given that the station under study does
not transmit. Denoting this probability by wj, it is easy to
see that wj ¼ pj � qj. As we will see shortly, all three prob-
abilities pj; qj; wj, are important for determining the pack-
et service time seen by the station and the station’s
throughput.

Finally, the probability that the channel is busy at a
time slot is just the probability that at least one station
transmits (including the station under study):

pb ¼ 1�
YG

i¼1

ð1� qisiÞani : ð7Þ
3.2.3. Packet service time
We now study how the packet service time Tj behaves

and derive the expression for its probability distribution
function. As we can deduce from the description of the
MAC protocol in Section 2, there are four components con-
tributing to the service time of a packet: (i) the total num-
ber of backoff slots the station has to wait before its packet
is served (i.e., until its packet is either successfully trans-
mitted or eventually dropped), (ii) the total amount of time
the backoff counter at the station is kept frozen because of
successful packet transmissions and/or collisions among
the other stations that contend for the channel, (iii) the
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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total amount of time lost due to collisions of the station’s
packet, and (iv) the time needed by the station to transmit
its packet. We proceed by first analyzing each one of these
components separately.

Denote by U a uniformly distributed random variable in
½0;1�, and let BOðnÞ be the random variable that denotes the
value of the backoff counter at the station after its packet
has collided n times. According to the standard [19], the va-
lue of BOðnÞ is computed as follows:

BOðnÞ ¼ bU minðaCWmax;2
naCWminÞc

¼ baCWminU minð2m;2nÞc: ð8Þ

Now, recall that the time slot in an a-scaled system has
duration r

a, and that kmax is the maximum number of unsuc-
cessful transmission attempts before a packet is dropped
by a station. If the packet of the station has experienced
a number 0 6 k 6 kmax � 1 collisions before being served
(i.e., it is served at the kþ 1 transmission attempt), the
amount of time the station spent in decrementing its back-
off counter, denoted by Td

j ðkÞ, is:

Td
j ðkÞ ¼

r
a
Xk

n¼0

BOðnÞ: ð9Þ

Note that since the protocol timeouts are divided by a
and the station transmission speed multiplied by a, a pack-
et collision in an a-scaled system takes a time period of Tcol

a
and a successful packet transmission takes a time period of
Tsuc
a , where Tcol, Tsuc , as given by Eqs. (1) or (2) depending on

the access method used. Tcol and Tsuc can be random
variables, whose distribution depends on the packet size
distribution.

On each time slot the backoff counter at the station may
freeze for a duration of Tsuc

a due to a successful transmission
from the other stations, an event which occurs with
probability qj (Eq. (6)). And, with probability wj ¼ pj � qj

(pj given by Eq. (5)) the backoff counter freezes for a dura-
tion of Tcol

a due to a collision among the other stations.
Therefore, if the station’s packet experienced 0 6 k 6
kmax � 1 collisions before being served, the amount of time
its backoff counter remained frozen, denoted by Tf

j ðkÞ, is:

Tf
j ðkÞ ¼

Xk

n¼0

XBOðnÞ

i¼1

qj
TsucðiÞ

a
þ ðpj � qjÞ

TcolðiÞ
a

� �
; ð10Þ

where TsucðiÞ; TcolðiÞ are respectively the values of the ran-
dom variables Tsuc; Tcol on the ith successful transmission
or collision among the other stations.

When the station’s packet has experienced k collisions
before being served, the total amount of time lost because
of these collisions is k Tcol

a . The packet is served on its kth þ 1
transmission attempt, which means that it is either suc-
cessfully transmitted, requiring an additional Tsuc

a amount
of time, or dropped. Clearly, the packet is dropped only
when k ¼ kmax � 1 and the next transmission attempt re-
sults in a collision, which requires Tcol

a amount of time.
Let TjðkÞ be the packet service time at the station when

its packet is successfully transmitted on the 1 6 kþ
1 6 kmax transmission attempt. Considering all the above
four components that contribute to the service time of a
packet, it is easy to see that:
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
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TjðkÞ ¼ Td
j ðkÞ þ Tf

j ðkÞ þ k
Tcol

a
þ Tsuc

a
: ð11Þ

Note that if a collision occurs at the packet’s kmax transmis-
sion attempt, the packet is dropped and the service time
denoted by T 0jðkmax � 1Þ is given by Eq. (11) after replacing
Tsuc
a with Tcol

a .
Now, PðTjðkÞ 6 tÞ is the probability distribution function

of the random variable TjðkÞ, and PðT 0jðkmax � 1Þ 6 tÞ is the
probability distribution function of the random variable
T 0jðkmax � 1Þ. Removing the condition on the number of col-
lisions k, we get the probability distribution function of the
packet service time Tj:

PðTj 6 tÞ ¼
Xkmax�1

k¼0

PðTjðkÞ6 tÞðpjÞ
kð1� pjÞ þ ðpjÞ

kmax PðT 0jðkmax � 1Þ6 tÞ:

ð12Þ

And, clearly, the average packet service time Tj (used in
Eq. (3)), is:

Tj ¼
Xkmax�1

k¼0

TjðkÞðpjÞ
kð1� pjÞ þ ðpjÞ

kmax T 0jðkmax � 1Þ: ð13Þ
3.3. Scaling properties of a-scaled systems

We are now ready to formally prove the following
important properties about the scaling behavior of a-
scaled systems: (i) the perceived performance of each user
does not degrade as the scaling factor a (and hence the to-
tal number of users aN) increases, and (ii) the factor a by
which the number of users increases is the minimum fac-
tor by which the system parameters should be scaled, in
order not to degrade each user’s perceived performance.

Before proceeding, we first derive approximate simpli-
fied expressions for Eqs. (5)–(7) and Eqs. (9) and (10), which
we use. Our approximations for Eqs. (5)–(7) are based on
the following two facts. First, on the exponential approxi-
mation ð1� qjsjÞanj � e�qjsjanj ; 8j 2 f1; . . . ;Gg, which holds
even for relatively small values of the exponent anj, given
that qjsj � 1 [28]. It is not hard to see that this last relation

holds as long as CWmin and m ¼ log2
CWmax
CWmin

� �
are not too

small. One can also verify this by setting, for example,
CWmin ¼ 32 and m ¼ 5 (i.e., the default values in the IEEE
802.11 standard [19]) and solving the system of Eqs. (4),
(5) and (7) numerically. No matter what the rest of the sys-
tem parameter values ða; G; nj; qj; j 2 f1; . . . ;GgÞ are, the
product qjsj never exceeds 0:12; 8j 2 f1; . . . ;Gg. And, the
second fact that we use is that nj � 2

a � nj � 1
a � nj;

8j 2 f1; . . . ;Gg, which, of course, holds better as a increases.

3.3.1. Approximate expressions for the system behavior
From Eqs. (4)–(7) and the above approximations we can

deduce the following:

pj � 1�
YG

i¼1

e�
niqi f ðpi ;pb ;mÞ

CWmin ; ð14Þ

qj �
XG

i¼1

niqif ðpi; pb;mÞ
CWmin

YG

k¼1

e�
nkqkf ðpk ;pb ;mÞ

CWmin ; ð15Þ

pb � pj: ð16Þ
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Further, from Eqs. (8)–(10) and the fact that BOðnÞ ¼
baCWminU minð2m;2nÞc � abCWminU minð2m;2nÞc, it is easy
to see that:

Td
j ðkÞ � r

Xk

n¼0

bCWminU minð2m;2nÞc; ð17Þ
Tf
j ðkÞ �

Xk

n¼0

XabCWminU minð2m ;2nÞc

i¼1

1
a

qjTsucðiÞ þ ðpj � qjÞTcolðiÞ
� 	

¼
Xk

n¼0

XbCWminU minð2m ;2nÞc

i¼1

Xai

l¼ai�aþ1

1
a

qjTsucðlÞ þ ðpj � qjÞTcolðlÞ
� 	

¼
Xk

n¼0

XbCWminU minð2m ;2nÞc�1

i¼0

saðiÞ;

where : saðiÞ ¼ 1
a
Xaiþa

l¼aiþ1

qjTsucðlÞ þ ðpj � qjÞTcolðlÞ
� 	

: ð18Þ

Note that by substituting Td
j ðkÞ from Eq. (17) and Tf

j ðkÞ from
Eq. (18) into Eq. (11), we get the corresponding approxi-
mate expression for TjðkÞ (as well as for T 0jðkmax � 1Þ after
replacing Tsuc

a with Tcol
a as before).

Now, observe that Td
j ðkÞ is independent of a. Further,

since saðiÞ ¼ qjTsuc þ ðpj � qjÞTcol; 8i;a, the variable Tf
j ðkÞ

does not explicitly depend on a, but only implicitly,
through the probabilities pj and qj. Therefore, we can write
the following:

Xkmax�1

k¼0

Td
j ðkÞ þ Tf

j ðkÞ
� �

ðpjÞ
kð1� pjÞ

þ ðpjÞ
kmax Td

j ðkmax � 1Þ þ Tf
j ðkmax � 1Þ

� �

¼ wðpj; qj;r; Tsuc; Tcol;m;CWmin; kmaxÞ; ð19Þ

where wð�Þ is a function of the variables pj; qj; r; Tsuc;

Tcol; m; CWmin, and kmax. Further, we can also write:

Xkmax�1

k¼0

ðkTcol þ TsucÞðpjÞ
kð1� pjÞ þ ðpjÞ

kmax kmaxTcol

¼ xðpj; Tsuc; Tcol; kmaxÞ; ð20Þ

where xð�Þ is a function of pj; Tsuc; Tcol, and kmax.
From Eqs. (13), (11), (19) and (20), the average packet

service time Tj can be written as5:

Tj � wðpj;qj;r;Tsuc;Tcol;m;CWmin;kmaxÞ þ
1
a

xðpj;Tsuc;Tcol;kmaxÞ
� 	

:

ð21Þ
Remark 1. The set of Eqs. (3), (14)–(16) and (21), implies
that each user, irrespectively of the group j that he/she
belongs to, sees approximately the same probabilities
pj ¼ p; qj ¼ q (for some p and q) and experiences approx-
imately the same average packet service time Tj ¼ T (for
some T). What distinguishes users of different groups is
their perceived packet throughput and queueing delay,
5 It is a matter of simple algebra to write the expressions for the
functions wð�Þ and xð�Þ. We omit these calculations for brevity since, as it
will become apparent shortly, they are not needed for proving our
arguments.
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since they may have different packet arrival processes and
rates kj’s ðj 2 f1; . . . ;GgÞ. Recall that we have assumed a
common packet size distribution for all users in the
network. A similar analysis can be carried out for the case
of different packet size distributions among different
groups of users. The main difference in this case is that
the packet service time among different groups can also be
different. This does not affect the arguments that follow.
3.3.2. Asymptotic behavior
We first study how the perceived performance of a sta-

tion behaves as the scaling factor a (and hence the total
number of competing stations aN) becomes large, i.e., tech-
nically, as a!1.

Lemma 1. As the scaling factor a increases, the probabilities
pj; qj; pb, and the average packet service time Tj become
independent of a; 8j 2 f1; . . . ;Gg.

Proof. From Eq. (21), as a!1, Tj ! wðpj; qj;r; Tsuc; Tcol;m;
CWmin; kmaxÞ. Given this, and the set of Eqs. (3) and (14)–
(16), we can deduce that pj; qj; pb do not depend on a,
and, in turn, so does Tj. h
Corollary 1. As the scaling factor a increases, the distribution
of the service time Tj becomes independent of a; 8j 2
f1; . . . ;Gg.

Proof. From Eq. (11), as a!1; TjðkÞ ! Td
j ðkÞ þ Tf

j ðkÞ; 8k.
The random variable Td

j ðkÞ does not depend on a (Eq. (17)).
Further, since in Eq. (18), lima!1saðiÞ ! qjTsucþ
ðpj � qjÞTcol; 8i, by the Law of Large Numbers, and since
pj and qj become independent of a from Lemma 1, so does
the random variable Tf

j ðkÞ. Therefore, the distribution of
TjðkÞ becomes independent of a; 8k, and so does the distri-
bution of Tj (Eq. (12)). h
Theorem 1. As the scaling factor a increases, the perceived
performance (delay distribution and throughput) of a user
becomes independent of a, and therefore, of the total number
of users sharing the wireless channel ðaNÞ.
Proof. Each station is a queueing system. The packet
arrival process at the queue of this system (e.g. from upper
layer protocols) remains unaltered as a increases, and the
packet service time distribution becomes independent of
a by Corollary 1. Therefore, the queue occupancy and
queueing delay distributions also become independent of
a, and hence, so does the user perceived delay distribution.
Further, since the collision probability also becomes
independent of a, and the maximum number of allowed
collisions kmax before a packet is dropped remains
unaltered, the user perceived throughput becomes inde-
pendent of a. h

Remark 2. So far we have been assuming an infinite buffer
size at the queue of each station. However, it is easy to see
that Theorem 1 still holds even if this is not the case. In the
infinite buffer case the probability that the queue occu-
pancy exceeds some level, say b, becomes independent of
the scaling factor a. If there is a finite buffer of size b,
any excess workload over this level is lost. Hence, the
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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probability that a packet is lost due to a buffer overflow
becomes independent of a, and therefore, the user per-
ceived throughput does not depend on a here either. The
same argument holds for the perceived delay as the queue
occupancy remains independent of a.6
3.3.3. Pre-asymptotic behavior
We now turn our attention to the pre-asymptotic behav-

ior of the system. First, observe that the packet delay fluctu-
ations due to the term saðiÞ in Eq. (18) decrease with
increasing a; 8i, since the term converges by the Law of
Large Numbers as explained in the proof of Corollary 1. Fur-
ther, from Eqs. (3), (13), (11), (17), (18) and (14)–(16), we can
see that the other difference as a increases is that the dura-
tion of a collision and of a successful transmission of a packet
become smaller by the factor a. We can therefore state the
following Theorem, whose proof follows immediately:

Theorem 2. As the scaling factor a increases, the perceived
performance (delay distribution and throughput) of a user
does not degrade.
Remark 3. As we will see in Section 4, the perceived per-
formance of a user at higher loads remains virtually invari-
ant. This is expected since at higher loads there is a large
number of collisions and stations spent most of their time
in backoff. As can be seen by Eq. (17) the one portion of the
backoff time TdðkÞ is independent of a; 8k. Further, the
other portion Tf ðkÞ given by Eq. (18) becomes quickly inde-
pendent of a; 8k, as the term saðiÞ converges fast. This is
because the events of packet collisions or successful trans-
missions on different time-slots are loosely correlated due
the protocol’s backoff mechanism. Since the time spent in
backoff quickly becomes independent of a and dominates
the packet service time at higher loads, user perceived per-
formance remains virtually invariant. As we are moving to
lower loads, user performance improves with increasing a
as packet transmissions require less time.

Summarizing, the main intuition behind the scaling we
perform is the following: while the number of competing
stations increases by a factor a, the probability that each
station transmits at some arbitrary slot decreases by the
factor a, thus leaving the collision probability almost unal-
tered. This is accomplished via the scaling we perform to
the minimum and maximum contention window sizes
CWmin and CWmax, which regulate the transmission proba-
bility. However, while the transmission probability at each
station decreases by a, we speed-up the system by scaling
by the same factor a the protocol timeouts fr;DIFS; SIFSg
and node transmission speeds C. This ensures that the ac-
tual time duration until a station successfully transmits
its packet does not increase.

3.3.4. Minimum parameter scaling factor
An interesting question is what is the minimum param-

eter scaling factor. In our analysis above we have been
6 Note that the probability that a packet is lost due to a buffer overflow in
a system with a buffer of size b, is not in general equal to the probability
that the queue occupancy exceeds b in an infinite buffer system and we do
not make such an assumption here.
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scaling the system parameters by the factor a by which
the number of stations in the WLAN increases. We now pro-
ceed to formally show that this is the minimum factor by
which these parameters could be scaled in order to ensure
that each user’s perceived performance is never degraded.

First, let’s consider the minimum and maximum con-
tention window sizes, and suppose that these are scaled
by a factor b < a, that is, they become bCWmin and
bCWmax. The following lemma states that the collision
probability can increase.

Lemma 2. If the number of users increases by a, but the
minimum and maximum contention window sizes increase by
b < a, then the collision probability can increase.

Proof. Suppose that we have only one group of stations,
i.e., G ¼ 1, and that each station is saturated, i.e., it always
has a packet available for transmission. This means that
the offered load for each station is q1 ¼ 1. Further, as

before, m ¼ log2
bCWmax
bCWmin

� �
¼ log2

CWmax
CWmin

� �
. From Eqs. (14) and

(16) we can deduce that lnð1�p1Þ
f ðp1 ;mÞ

¼ � a
b

n1
CWmin

. The left hand

side of this relation decreases as p1 increases. Increasing
the ratio a

b decreases the right hand side of the relation,
which therefore means that p1 increases. h

What about the protocol timeouts and station transmis-
sion speeds? Suppose that the minimum and maximum
contention window size become aCWmin and aCWmax in
order not to increase the collision probability, but the pro-
tocol timeouts and station transmission speeds are scaled

by some c < a, i.e., they become r
c ;

DIFS
c ; SIFS

c

n o
, and cC. Then,

the following lemma states that the backoff time, and in
turn, the total packet service time at a station can increase.

Lemma 3. If the number of users and the minimum and
maximum contention window sizes increase by a, but the
protocol timeouts and station transmission speeds are scaled
by c < a, then the packet service time can increase.

Proof. Suppose that the duration of packet transmissions
is small (e.g. the packet sizes are small). Then, the time
spent by a station in decrementing its backoff counter
can dominate the total packet service time. Eq. (17), which
gives the time duration for decrementing the backoff coun-
ter, will be multiplied by the factor a

c > 1; 8k, and hence
will increase. h

We can now state the following theorem, whose proof
follows immediately from the above arguments:

Theorem 3. If the number of users in an IEEE 802.11 WLAN
increases by a factor a > 1, then the minimum factor by
which the system parameters should be scaled in order to
ensure that each user’s perceived performance is not degraded
is equal to a.
4. Simulations

In this section, we perform experiments with the ns-2
simulator [22] in order to verify our theoretical arguments.
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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Table 1
System parameters.

Transmission rate (C) 1 Mbps
DIFS 50 ls
SIFS 10 ls
Slot time ðrÞ 20 ls
CWmin 31
CWmax 1023
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The ns-2 simulator provides one of the most accurate IEEE
802.11 MAC-layer implementations [22], and it is perhaps
the most popular simulator for wireless network perfor-
mance evaluation.

We consider four groups of stations, grp1; grp2; grp3,
and grp4. Stations within each group are uniformly distrib-
uted around a base-station/access-point, and generate traf-
fic destined to it according to a Poisson process. The
corresponding packet arrival/generation rates for stations
of each group are: k1 ¼ 1

0:25Tp
; k2 ¼ 1

0:5Tp
; k3 ¼ 1

1:5Tp
, and

k4 ¼ 1
2Tp

, all expressed in packets/sec. Tp is a parameter that
we vary from 8 ms (high network load) to 30 ms (low net-
work load). Further, we set the packet size (in bytes) for
grp1; . . . ; grp4 as L1 ¼ 125; L2 ¼ 250; L3 ¼ 750, and L4 ¼
1000, respectively. The buffer size at the interface transmis-
sion queue of each station can hold 250 packets. The initial
number of stations in each group j 2 f1; . . . ;4g is nj ¼ 1, and
we present results for scenarios where this number scales
by a ¼ 1, 4, 16, and 32, i.e., when the total number of sta-
tions in the system is N ¼ 4, 16, 64, and 128. We scale the
system parameters as described earlier. The initial values
for these parameters, i.e., before performing any scaling,
are the ones used by default in the ns-2 simulator, which
correspond to the default values in the IEEE 802.11b stan-
dard [20] and shown in Table 1. We present results for both
the basic and the RTS/CTS access methods.

Fig. 2 shows how the average station throughput in an
a-scaled system behaves as we vary the parameter Tp,
i.e., as we vary the network load (from high to low). In
Fig. 3, we provide a finer-grain view of the throughput
behavior, by presenting the throughput for stations that
belong to grp1; grp2; grp3, and grp4.

We observe that the user perceived throughput remains
virtually invariant as the parameter a (and hence the total
number of competing stations) increases, even for small
values of a’s, and on a per-group basis. This is in accor-
dance to our theoretical arguments in Section 3.3.3. Recall
that at high loads the packet service time is dominated by
the backoff time, which quickly becomes independent of a.
This means that both the queue length distribution and
packet drops (that are either due to collisions or to buffer
overflows) also become quickly independent of a. At low
loads, where there are very few drops (primarily due to
collisions) or no drops at all, the packet service time is
dominated by the packet transmission time, which de-
creases by a. In both cases the user perceived throughput
should remain approximately the same as a increases, as
shown in the plots.7
7 The reason that different groups have a different throughput behavior
is because their packet arrival rates and sizes are different.
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Fig. 4 shows how the packet drop ratio behaves. The
packet drop ratio is the percentage of packets that are
dropped in the network, either at the MAC layer due to col-
lisions, or because of buffer overflows. In Fig. 5, we provide
a more detailed view of the packet drop ratio behavior, by
presenting the percentage of dropped packets for stations
that belong to grp1; grp2; grp3, and grp4. For the same rea-
sons as before, the packet drop ratio remains virtually
invariant as a increases, and this also holds on a per-group
basis.

Fig. 6 shows how the average packet delay in an
a-scaled system behaves, which includes both queueing
delay and packet service time, across all successfully trans-
mitted packets in the network. In Fig. 7, we also see that
similar results hold for the average delay of packets for
stations of different groups. We observe that the delay
remains almost invariant as a increases. At low network
loads it becomes slightly better, since as mentioned earlier,
what dominates the packet service time is the packet
transmission time, which decreases by the factor a. For
example, in the basic access method, when Tp ¼ 26 ms,
the average packet delays (across all successfully transmit-
ted packets in the network) for a ¼ 1, 4, 16, and 32, are
respectively 0.24, 0.15, 0.13, and 0.08 ms. For the RTS/CTS
method, when Tp ¼ 30 ms, the average packet delays for
a ¼ 1, 4, 16, and 32, are respectively 0.23, 0.12, 0.10, and
0.08 ms. At higher network loads the average packet delay
is approximately the same for all values of a.

Finally, in Figs. 8 and 9 we present packet delay distri-
butions (across all successfully transmitted packets in the
network) for the two access methods at two different load
values. Similar results hold for all other loads, and sup-
port again our theoretical arguments. At higher loads
the delay distribution is approximately the same for all
values of a. At lower loads it never gets worse, but
instead improves with increasing a, having a converging
behavior.

Summarizing, all of our experiments are in agreement
with our theoretical arguments of Section 3. In particular,
the perceived performance of each station never gets
worse as the scaling factor a (and hence the total number
of users) increases. The throughput and packet drop ratio
remain almost invariant. The delays also remain invariant,
especially for higher network loads, whereas they improve
with increasing a at lower network loads.
5. Discussion

5.1. Impact of non-ideal channel

Recall that in our analysis in Section 3 it is assumed that
the channel is perfect. However, when the channel is not
perfect, e.g. when fading is figured in, packet losses are
no longer due to collisions only, but they may well be
caused by channel fading. The 802.11 responds in the same
way when a packet is lost, no matter whether this is due to
collision or channel fading. Practically, it is extremely diffi-
cult to distinguish these two causes. However, we can
incorporate the packet error probability into the collision
probability as the study in [12] did, and all our analytical
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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Fig. 2. Average station throughput for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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Fig. 3. Throughput for stations of different groups for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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Fig. 4. Packet drop ratio for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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results and arguments still hold. But note that normally
WLANs feature low node mobility and relatively stable
channels, and packet losses due to errors are not a serious
problem anyway.
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
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5.2. Impact of hidden terminals

Recall that we have also ignored the hidden terminal
problem [16], as in a typical WLAN environment every sta-
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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Fig. 5. Packet drop ratio for stations of different groups for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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Fig. 6. Average packet delay for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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Fig. 7. Average packet delay for stations of different groups for different scaling factors a: (i) basic access method, and (ii) RTS/CTS access method.
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tion can sense all the other stations’ transmissions [38],
especially when the RTS/CTS access method is used [16].
Our results however hold even if this is not the case, i.e.,
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
(2010), doi:10.1016/j.comnet.2010.02.005
even if there is a large number of hidden terminals such
that their impact to network performance cannot be ig-
nored. The analysis however becomes significantly more
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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Fig. 8. Packet delay distribution for different scaling factors a: (i) Tp ¼ 16 ms (high load), and (ii) Tp ¼ 26 ms (low load) (basic access method).
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involved and we leave it for future publication. For exam-
ple, when the basic access method is used, hidden stations
do not sense the transmission of a station to the access
point until they sense the corresponding ACK from the ac-
cess point to the station. So they will sense the channel as
idle during this time period, and if any of these stations
completes its backoff procedure it will send another packet
to the access point. This packet will collide with the packet
from the transmitting station. An extended analysis should
also incorporate possible collisions within this vulnerable
time period due to hidden stations.

5.3. Accelerating simulations

Notice that in this paper we were starting from smaller
networks and moving to larger networks, i.e., we have
been studying the network behavior as the number of
users increases, that is, when the scaling factor is some
a > 1. One can also move the opposite direction, i.e., down-
scale large networks, by setting a < 1. It is easy to see that
as long as the factor a is not too small, one can accurately
predict the performance of larger networks from scaled-
down replicas that consist of fewer stations/nodes. This is
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
(2010), doi:10.1016/j.comnet.2010.02.005
important for simulations and experiments with testbeds
where one could experiment with network miniatures,
which are much easier to manage, and have much lower
computational requirements and costs. For example,
Fig. 10 shows the time needed to complete a simulation
experiment as a function of the number of stations. We
see that this time grows between linear and exponential
with the number of nodes. One can therefore simulate few-
er nodes to significantly expedite simulations, by scaling
the system as described in this paper, using a < 1. The per-
formance of the smaller and larger network will be virtu-
ally the same, especially for congested scenarios, as
demonstrated in Section 4. How small the (down)scaling
factor a can get, while keeping the accuracy in perfor-
mance prediction high, is an interesting open question.

5.4. Practical applications and considerations

Our findings in this paper can also help in designing im-
proved versions of 802.11-based WLANs that can support a
large number of users. As discussed at the end of Section
2.1, scaling the protocol timeouts fr;DIFS; SIFSg and sta-
tion transmission speeds C has been the trend in recent
E 802.11 to facilitate scalable wireless networks, Comput. Netw.
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versions of the IEEE 802.11 standard, in an attempt to pro-
vide higher data rates and improve performance [2]. In this
paper, we have rigorously established the connection be-
tween the scaling factor of these parameters and the in-
crease in the total number of users, so that per user
perceived performance does not degrade. In addition to
the above parameters, we have been also scaling the min-
imum and maximum contention window sizes CWmin and
CWmax by the same factor. Therefore, given trends in the in-
crease of the population of users, e.g. in wireless hotspots,
our results give clear guidelines of how the IEEE 802.11
protocol should be scaled so that user performance does
not get worse. Given that we cannot arbitrarily reduce
the protocol timeouts and increase node transmission
speeds, as this is constraint by the technology currently
available, our results are of special interest, as they identify
the minimum required amount for scaling.

Finally, one has to keep in mind that while the mini-
mum and maximum contention window sizes can be eas-
ily scaled, as mentioned, the station transmission speed as
well as the protocol timeouts depend in practice on lower
network layer functionalities, e.g., modulation techniques
at the physical layer, MAC-layer hardware processing
times, etc., and different amendments of the original IEEE
802.11 standard use different techniques to allow
improvement of these parameters [2]. For example, the
slot time duration r should be in practice larger than the
sum of the MAC-layer processing time and the air propaga-
tion time (<1 ls). Therefore, to support smaller slot time
durations, techniques to achieve faster processing times
are needed. Further, as the slot time duration cannot get
arbitrarily small, i.e., smaller than the air propagation time,
the maximum scaling factor a that we could ever have in
practice is bounded.

6. Conclusion and future work

In this paper, we have studied some important scaling
properties of today’s 802.11-based WLANs. In particular,
we have identified a set of protocol and system parameters
that if scaled as the number of users sharing the wireless
channel increases, ensures that the perceived performance
of each individual user is not degraded. We have also
established the exact minimum amount of scaling that it
is required for these parameters in order to accomplish
this. Interestingly enough, we have found that a scaling
Please cite this article in press as: F. Papadopoulos, On scaling the IEE
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factor which is equal to the factor by which the number
of users increases is sufficient to preserve performance.
Our results set guidelines for designing future versions of
802.11-based WLANs that can efficiently support a very
large number of users. Our findings can also have other
applications, such as accelerating simulations and experi-
ments with testbeds by downscaling the original larger
networks.

One of the most interesting, yet challenging, future
work directions is to investigate whether similar scaling
properties hold for multi-hop wireless networks, which
can be either static or mobile. Changing the number of
nodes in such networks changes the graph connectivity
structure, and in turn, the way the traffic flows into the
network.
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